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Today

• Today: Email me the members/group name

• Monday: Labor Day, NO CLASS

• Wednesday: Sign-up for meetings to discuss proposed projects



Recall: Moments

• For 𝑝 > 0, the 𝑝-th moment of a random variable 𝑋 over Ω is:

E 𝑋𝑝 = 

𝑥∈Ω

Pr 𝑋 = 𝑥 ⋅ 𝑥𝑝



Last Time: Chebyshev’s Inequality

• Let 𝑋 be a random variable with expected value 𝜇 ≔ E[𝑋] and 
variance 𝜎2 ≔ Var 𝑋

• Pr 𝑋 − E[𝑋] ≥ 𝑡 ≤
Var[𝑋]

𝑡2   becomes Pr 𝑋 − E[𝑋] ≥ 𝑡 ≤
𝜎2

𝑡2  

• “Bounding the deviation of a random variable in terms of its variance”

Pr 𝑋 − 𝜇 ≥ 𝑘𝜎 ≤
1

𝑘2



Last Time: Accuracy Boosting

• Algorithmic consequence of Law of Large Numbers

• To improve the accuracy of your algorithm, run it many times 
independently and take the average



Recall: Concentration Inequalities

• Concentration inequalities bound the probability that a random 
variable is “far away” from its expectation

• Looking at the 𝑘th moment for sufficiently high 𝑘 gives a number of 
very strong (and useful!) concentration inequalities with exponential 
tail bounds

• Chernoff bounds, Bernstein’s inequality, Hoeffding’s inequality, etc. 



Last Time: Bernstein’s Inequality

• Berstein’s inequality: Let 𝑋1, … , 𝑋𝑛 ∈ [−𝑀, 𝑀] be independent 
random variables and let 𝑋 = 𝑋1 + ⋯ + 𝑋𝑛 have mean 𝜇 and 
variance 𝜎2. Then for any 𝑡 ≥ 0:

• Example: Suppose 𝑀 = 1 and let 𝑡 = 𝑘𝜎. Then

Pr 𝑋 − 𝜇 ≥ 𝑘𝜎 ≤ 2exp −
𝑘2

4

Pr 𝑋 − 𝜇 ≥ 𝑡 ≤ 2𝑒
−

𝑡2

2𝜎2+
4
3

𝑀𝑡



Bernstein’s Inequality

• Suppose we flip a fair coin 𝑛 = 100 times and let 𝐻 be the total 
number of heads

• Markov’s inequality: Pr 𝐻 ≥ 60 ≤ 0.833

• Chebyshev’s inequality: Pr 𝐻 ≥ 60 ≤ 0.25

• 4th moment: Pr 𝐻 ≥ 60 ≤ 0.186

• Bernstein’s inequality: Pr 𝐻 ≥ 60 ≤ 0.15

• Truth: Pr 𝐻 ≥ 60 ≈ 0.0284



Trivia Question #3 (Max Load)

• Suppose we have a fair 𝑛-sided die that we roll 𝑛 times. “On average”, 
what is the largest number of times any outcome is rolled? Example: 
1, 5, 2, 4, 1, 3, 1 for 𝑛 = 7

• Θ(1)

• ෩Θ(log 𝑛)

• ෩Θ( 𝑛)

• ෩Θ(𝑛)



Trivia Question #4 (Coupon Collector)

• Suppose we have a fair 𝑛-sided die. “On average”, how many times 
should we roll the die before we all possible outcomes among the 
rolls? Example: 1, 5, 2, 4, 1, 3, 1, 6 for 𝑛 = 6

• Θ 𝑛

• Θ 𝑛 log 𝑛

• Θ 𝑛 𝑛

• Θ 𝑛2



Chernoff Bounds

• Useful variant of Bernstein’s inequality when the random variables 
are binary

• Chernoff bounds: Let 𝑋1, … , 𝑋𝑛 ∈ {0, 1} be independent random 
variables and let 𝑋 = 𝑋1 + ⋯ + 𝑋𝑛 have mean 𝜇. Then for any 𝛿 ≥ 0:

Pr 𝑋 − 𝜇 ≥ 𝛿𝜇 ≤ 2 exp −
𝛿2𝜇

2 + 𝛿



Multiplicative Error Chernoff Bounds

• Chernoff bounds: Let 𝑋1, … , 𝑋𝑛 ∈ {0, 1} be independent random 
variables and let 𝑋 = 𝑋1 + ⋯ + 𝑋𝑛 have mean 𝜇. For 𝛿 ∈ 0,1 :

Pr 𝑋 − 𝜇 ≥ 𝛿𝜇 ≤ 2 exp −
𝛿2𝜇

3

Pr 𝑋 ≤ 1 − 𝛿 𝜇 ≤ exp −
𝛿2𝜇

2

Pr 𝑋 ≥ 1 + 𝛿 𝜇 ≤ 2 exp −
𝛿2𝜇

2 + 𝛿



Use Case

• Suppose we design a randomized algorithm 𝐴 that outputs a real 

number 𝑍 that is “correct” with probability 
2

3
, e.g., 𝑍 ∈ {0,1}

• Suppose we want to be correct with probability 0.999 or 1 −
1

𝑛2 or 

1 − 𝛿

• What can we do?



Success Boosting

• Chernoff bounds: Run the algorithm 𝐴 a total of 𝑂 log
1

𝛿
 times and 

take the median. It will be correct with probability 1 − 𝛿



Median-of-Means Framework

• Suppose we design a randomized algorithm 𝐴 to estimate a hidden 
statistic 𝑍 of a dataset and we know 0 < 𝑍 ≤ 1000. 

• Suppose each time we use the algorithm 𝐴, it outputs a number 𝑋 
such that E 𝑋 = 𝑍 and Var 𝑋 = 100𝑍2

• Suppose we want to estimate 𝑍 to accuracy 휀, with probability 1 − 𝛿



Median-of-Means Framework

• Suppose we design a randomized algorithm 𝐴 to estimate a hidden 
statistic 𝑍 of a dataset and we know 0 < 𝑍 ≤ 1000. 

• Suppose each time we use the algorithm 𝐴, it outputs a number 𝑋 
such that E 𝑋 = 𝑍 and Var 𝑋 = 100𝑍2

• Suppose we want to estimate 𝑍 to accuracy 휀, with probability 1 − 𝛿

• Accuracy boosting: Repeat 𝐴 a total of 
1012

2  times and take the mean

• Success boosting: Find the mean a total of 𝑂 log
1

𝛿
 times and take 

the median, to be correct with probability 1 − 𝛿



Max Load

• Suppose we have a fair 𝑛-sided die that we roll 𝑛 times. “On average”, 
what is the largest number of times any outcome is rolled? Example: 
1, 5, 2, 4, 1, 3, 1 for 𝑛 = 7

• Fix a value 𝑘 ∈ [𝑛]

• Let 𝑋𝑖 = 1 if the 𝑖-th roll is 𝑘 and 𝑋𝑖 = 0 otherwise

• E 𝑋𝑖 =
1

𝑛



Max Load

• The total number of rolls with value 𝑘 is 𝑋 = 𝑋1 + ⋯ + 𝑋𝑛

• E 𝑋 = 1

• Recall Chernoff bounds:

• Pr 𝑋 ≥ 3 log 𝑛 ≤
1

𝑛2

Pr 𝑋 ≥ 1 + 𝛿 𝜇 ≤ 2 exp −
𝛿2𝜇

2 + 𝛿



Max Load

• Recall we fixed a value 𝑘 ∈ [𝑛]

• Pr 𝑋 ≥ 3 log 𝑛 ≤
1

𝑛2 means that with probability at least 1 −
1

𝑛2, we 

will get fewer than 3 log 𝑛 rolls with value 𝑘

• Union bound: With probability at least 1 −
1

𝑛
, no outcome will be 

rolled more than 3 log 𝑛 times
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