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1 Recap of Streaming model

Given elements of an underlying data set S, which arrives sequentially, we are interested in the
evaluation or approximation of a given function of the whole dataset. The goal is to only use space
sublinear in the size m of the input S to get the approximation.

2 Linear Sketch

Linear Sketch is an algorithm framework: Suppose stream S induces a frequency vector f , we
generate a random matrix A and maintain A · f . And we apply a post-processing function g(A · f)
as the output for the estimation.

We can verify that

1. AMS, CountSketch, CountMin, sparse recovery, distinct elements, coreset construction for
clustering fit into this framework.

2. Greedy algorithm for maximal matching, connectivity, bipartiteness, MisraGries DO NOT
fit into this framework.

And

1. AMS, CountSketch, CountMin, sparse recovery, distinct elements, coreset construction for
clustering work for insertion-deletion streams

2. Greedy algorithm for maximal matching, connectivity, bipartiteness, MisraGries DO NOT
work.

Li et.al. proposed a theorem for linear sketch in [1] .

Theorem 1. For sufficiently long data streams with arbitrarily large coordinates at intermediate
stages of the stream, any one-pass insertion-deletion streaming algorithm can be implemented with a
linear sketch

3 Sliding Window model

In a similar setting as Linear Sketch, Sliding Window model cares about the most recent updates
instead of the whole stream: given elements of an underlying data set S, which arrives sequentially,
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we want to output an evaluation or approximation of a given function on the most recent m updates
using space sublinear in the size m of the input S.

Because the sliding window model emphasizes recent interactions, it is more appropriate for time-
sensitive settings.

3.1 Problem of directly applying Linear Sketch on Sliding Window model

Because in the sliding window model we just know the newly added element, we can just see what
is within the window but we don’t know the deleted element on the left side. so we cannot directly
apply the linear sketch method.

Example 1. For a given stream as {1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11}, let u represents
the window of first 11 elements and v represents the window of last 11 elements.

We have f(u) = [11, 0, 0, ...] and f(v) = [1, 1, 1, ...]. Thus F2(u) = n2 and F2(v) = n. And if we
apply the matrix A to the whole stream, A(u + v) should be F2(u + v) = n2. But in the sliding
window model, when u is expired, we only have A(v) = n which causes a discrepancy.

3.2 Sliding Window and Sampling

Before, in sampling, we can sample each point with probability proportional to the “importance” of
each point. Now in the Sliding Window model, we can also consider the “importance” of each point
with respect to the following points in the stream.

This is inspired by the intuition that previous points do not matter in the importance of a point
because the previous points can expire. Correspondingly we have another theorem:

Theorem 2. There exists a sliding window model algorithm that samples roughly k2d
ϵ2 polylognδ

ϵ
points and outputs a coreset for (k, z)-clustering. [3]

4 Sliding Window Algorithms

Suppose we are trying to approximate some given function and we already have a streaming
algorithm for this function and this function is also “smooth”.

Here “smooth” is defined as: If f(B) is a good approximation to f(A), then f(B ∪ C) will always
be a good approximation to f(A ∪ C), which means that if B is a good approximation of A, then it
will always be a good approximation no matter what comes after.

The smooth histogram framework [2] gives a sliding window algorithm for smooth functions, given
a streaming algorithm for the function.

4.1 Smooth Histogram

In the smooth histogram framework [2], each time a new element arrives, we start a new instance of
the streaming algorithm (along with existing instances). Each time there are three instances that
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report close values, we delete the middle one. And we use different checkpoints to "sandwich" the
sliding window.

Example 2. For a given stream as {1, 0, 1, 1, 1, 0, 0, 1, 1, 0, 1}, we want to calculate the number of
ones in the sliding window. Then we need to start a counter each time we meet a one. If three
counters are close, then we delete the one in the middle. At last, we use the counters closest to the
sliding window as the estimation.

With this framework, we can convert a streaming algorithm for a smooth function into a sliding
window algorithm
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